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Exercices SEZCC?EL:TﬁO,

E AERONAUTICA

Taylor Series

1. Determine the fourth-order Taylor polynomial of f(z) = cos(z) centered at 0.

SOLUTION HERE

2. Consider the function f(z) = sinz. Approximate f(7/8) and f(107/9) using the fifth-
order Taylor polynomial centered at ().

SOLUTION HERE

3. What is the second term in the Taylor series of 4z — 1 about 4.257
SOLUTION HERE

4. In the Taylor series (about 7/ 4) for the function sin 2+ cos x, find the third nonzero term.

SOLUTION HERE

5. In the Taylor series for the function 322 — 7+ cos (expanded in power of x), what is the

coefficient of 227

SOLUTION HERE




Numerical Differentiation

1. Calculate the first-order derivative of the function g(x) = e@) at the point 2 = 0.5 using
first-order finite differences (forward, backward, and Central) with 7 = 0.01.

SOLUTION HERE

2. Calculate the second-order derivative of the function g(x) = e@) at the point z = 0.5
using second-order finite differences (forward, backward, and central) with A = 0.01.

SOLUTION HERE

3. The distance traveled in meters by a rocket at each second is given ]oy the foHowing values:

tsj ] 0 1 2 3 4 5
y[m][0.0 25 7.8 182 519 80.3

Use numerical differentiation to approximate the Velocity and acceleration at each point.

SOLUTION HERE

4. Determine the second-order Taylor polynomial of f(z) = 2% cos(e”*)+In(sin(2?)) centered
at 1. Use numerical differentiation instead of analytical differentiation.

SOLUTION HERE

5. Consider the function f(z) = sin(z) at 2o = 1.0, 21 = 1.4, and z, = 2.0. Approximate the
derivative f’ (x1) at x; using the divided difference formula. Compare this approximation
with the exact derivative.

flzo) = fz1) + f'(z1) (0 — 21)
faz) = f(21) + f(21) (22 — 21)
fxo) + f(w2) = 2f (1) + 2f"(21) (w0 — 21) (w2 — 1)
fxo) — 2f (1) + f(22)

2(zo — x1) (29 — 71)

f(w1) =

($1 - xz)Q(f(l’o) - f(xl)) + ($1 - xo)z(f(xz) - f(iUl))

(21— @0) (21 — T2) (T2 — T0)

f(w1) =
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Using the bisection method, determine the point of intersection of the curves given by

y=1>—2z+1 and y = 2.

SOLUTION HERE

. Find a root of the equation 6(e” —x) = 6 + 322 + 22° between —1 and +1 using the

bisection method.

SOLUTION HERE

Find a root of the equation 6(e” —x) =6+ 32 + 227 between —1 and +1 using the false
position method.

SOLUTION HERE

. Use the false position method to find a zero of the equation

A cosh (?) =A+10

SOLUTION HERE

If Newton’s method is used on f(z) = #* — 2 + 1 starting with z = 1, what will z; be?
SOLUTION HERE

Using the Newton’s method, locate the root of flz) =e*—cosz that is nearest /2.

SOLUTION HERE

Carry out three iterations of Newton’s method using rg = 1 and f(z) = 323+ 2% —15x+3.

SOLUTION HERE

If the secant method is used on f(z) = 2% + 23 + 3 and if Tpo =0 and Tpo1 = 1, what
i ?
is x,!

SOLUTION HERE

Use the secant method to find the zero near —0.5 of f(z) = e — 322.
SOLUTION HERE

|
cos ( n:c)’ use the secant method to find the zero near 0.25.

Knowing that f(z) =
SOLUTION HERE




Extrema of Functions

1. Use the golden section algorithm to determine the minimum of f(x) =223 — 922+ 122 +2
on [0, 3].

SOLUTION HERE

2. Consider the function f(z) = —1.52% — 2.42* + 122. Estimate the value of = € [0, 2] that
maximizes f(z) by applying the quadratic interpolation method three times with zg =0,
1 =1, and Tog = 2.

SOLUTION HERE

3. Find an estimate for the minimum of flz) =z + i using the quadratic interpolation
method with o =0.1, 21 = 0.5, x5 = 1.0.
SOLUTION HERE

4. Find an estimate of the maximizer of f(z) = 22% — 922 + 12z in [0, 2] using Newton’s
method with Ty = 2 and iterating J times.

SOLUTION HERE
. ) . 500000 : .
5. Using the Newton's method, locate the minium of f(x) =0.012% + 0952 starting with
70 = 10. o
SOLUTION HERE




Systems of Equations

1. Calculate the ly, Uy and f~ norms of

(10 7 15]"

SOLUTION HERE

2. Calculate the iy, lp and {~, norms of

1
S = W

W Ut
|

~ L ow

| |

SOLUTION HERE

3. Solve the system of equations

3x1 + 4z + 33 = 10

T+ 51’2 — T3 = 7 5

6x1 + 3x2 + Tx3 = 15
using naive (Gaussian e]imination, (Gaussian elimination with partial and complete pivot-
ing.

SOLUTION HERE

4. Solve the system of equations

1 -1 2 1| |m
32 1 4 x|

5 8 6 3| |z3| ’
4 2 5 3| |ay -1

using the Gauss-Jordan elimination.

SOLUTION HERE
4 1 —17 [x 10
1 1] [ 11

5. Let
Carry out a number of iterations of the Jacobi iteration, starting with the [1,1,1]7 initial

Tt N =

vector. Start by Verifying diagonal dominance.

SOLUTION HERE




0. Let

21 07 [n 1
1 3 —1| || =
0 1 2/ |3 -5

Carry out a number of iterations of the Gauss-Seidel iteration, starting with the zerg
initial vector. Start by Verifying diagonal dominance.

SOLUTION HERE

7. Use the Newton’s method to solve the system of equations

r+y+z=23
vty =5,
e’ tary—xz=1
starting with [0.1,1.2,2.5]7.
SOLUTION HERE

8. Solve this pair of simultaneous nonlinear equations ]oy first eliminating Y and then solving
the resulting equation in x by Newton'’s method. Start with the initial value 2o = 1.0.

23— 2zy+y’ —4xdy =5
ysinz + 322y + tanx = 4

4 —tanz
ysing + 3’y +tanr =4 =y = —— 5
sinx + 3z

23 =2y +y —dady=5=

5 21(4 —tanx) ( 4 —tanx )7_4z3(4—tanx)

—5=0
sinx + 372

=T

sin x + 3x2 sinz + 32




Interpolation & Approximation

1. Use the Lagrange interpolation process to obtain a polynornial of least degree that assumeg
these values:

z[0 2 3 4
y|7 11 28 63

SOLUTION HERE

2. Use the Newton interpolation process to obtain a polynoniial of least ciegree that assumes
these values:

|13 -2 4 5
y|2 6 -1 —4 2

SOLUTION HERE

3. Determine the natural cubic spline that interpoiates the function at the given points.

z|0 05 0.7 1.0
y|0 06 1.2 22

SOLUTION HERE

4. Using the 1east—square method, fit the data in the table

z|0.50 0.55 0.60 0.65 0.70 0.75 0.80
y|12 1.0 07 04 01 —02 —0.6

by a parabola.
SOLUTION HERE

5. Fit a function of the form y = aInz + beosz + ce® to the following table values

x‘0.24 0.65 095 124 1.73 201 223 252 277 2.99
y‘0.23 -0.26 —-1.10 —-045 0.27 0.10 —-0.29 0.24 0.56 1.00

SOLUTION HERE

0. Using the 1east—square rnethod, fit the data in the table

z[01 02 03 04 05 0.6 0.7 0.8
y|06 11 1.6 1.8 2.0 1.9 17 1.3

by a function y = asin(bz). Do it with and without linearization.

SOLUTION HERE




Numerical Integration

1. What is the numerical value of the composite trapezoi(i rule appiied to the reciprocai
function f(z) = 2! using the points 1, 4/3, 27

SOLUTION HERE

2. Approximate f02 27 dx using the composite trapezoid rule with h =1 /2.

SOLUTION HERE

3. Approximate ff f(z) dz given the table of values

r |1 5/4 3/2 7/4 2
f@)f10 8 7 6 5

Compute an estimate ]oy the composite trapezoid rule.

SOLUTION HERE

4. Use the composite trapezoi(iai and Simpsonjs rules with 4 sub-intervals to approximate
the foiiowing integrai and determine an upper bound for the error.

/1 e ln(z) dr

SOLUTION HERE

5. Consider the integrai

Appiy all of the Newton-Cotes closed rules.
SOLUTION HERE

6. Consider the integrai

1
1
/ dx
1 \/1 —$2

Because it has singularities at the en(ipoints of the interval [—1,1], closed rules cannot be
used. Appiy all of the Newton-Cotes open rules. Compare and expiain these numerical
results to the true soiution, which is

1 1
/ (1—23)"Y2de = arcsinz| =7
-1 -1

SOLUTION HERE




Ordinary Differential Equations

1. Consider the initial value problem

y=—ty solution : = P2
{y(O) _ t €[0,4o00[. (solution : y(t) = e */?).

Calculate an approximation for the solution at ¢ = 0.5, using the Euler method with step|
h =0.1.

SOLUTION HERE

2. Given the initial value problem

Yy
y' =
{ 1+t 0<¢<1 (solution cy(t) = earcwn(t)> )

Use the second-order Taylor method to compute an approximate value Ys for y(1).

SOLUTION HERE

J. Using Euler’s method, compute an approximate value for x(2) for the differential equation
=142+ 17,
with the initial value 2:(1) = —4 using 100 steps.
SOLUTION HERE
4. Consider the ordinary differential equation
v =2 +ta' — 2z’
z(0) =1
Take three steps using the Runge—Kutta method of order 2 with step h = 0.1.
SOLUTION HERE

5. Given the initial value pro]olem
{y’ = ety? + €3
y(2) =4

Use the fourth-order Runge—Kutta method to compute an approximate value Us for y(5).

SOLUTION HERE

6. Find approximations for the solution of the initial value problem

{y/ — _ty2
y(1)=2

fort e [1,2], with h = 0.2. Use the 2th and 4th order Adams-Bashforth-Moulton predictor-
corrector method.

SOLUTION HERE




Systems of Ordinary Differential Equations

1. Given the system
x'=2x — 3y
y=y—2 :
z(0) =8, y(0) =3

apply Euler’s method to estimate 2(0.1) and 4(0.1) with two integration steps.
SOLUTION HERE

2. Use the 2th order Runge—Kutta method, with h = 0.05, to estimate the values y(0.1) and
2(0.1) of the particular solution of

with 2(0) = 2 and y(0) = 1.
SOLUTION HERE

3. Convert the third-order differential equation
y" +ty" — gy + = cos(t)
to a system of first-order differential equations with initial conditions

y(1.2) = -1, y(1.2) =0, 3"(1.2)=1.

SOLUTION HERE

4. Determine an approximate value for y(0.5) using the Euler and second-order Taylor meth-
ods for the initial value problem

y'+2y + 5y =e'sin(t), y(0)=0, y(0)=1

SOLUTION HERE

5. Determine an approximate value for y(0.5) using the second-order Adams-Bashforth-
Multon method for the initial value problem

y' =3y +2y =4, y(0)=-3, y'(0)=5

SOLUTION HERE
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